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Abstract

In this thesis, we investigate geographic DTN routing with random mobile

agents. The main contributions of this thesis are fourfold. First, we de-

rive the average and the distribution of message delivery delay with geo-

graphic DTN routing under random walk mobility in small-scale networks.

Our analysis reveals the effect of system parameters — the number of mo-

bile agents on the field, the number of message loadings at a geographic

location, the message generation rate and the number of message replicas

— on the average and the distribution of message delivery delays. Sec-

ond, we approximately derive the average message delivery delay with

geographic DTN routing under random walk mobility in large-scale net-

works. We show that geographic DTN routing is scalable; i.e., its average

message delivery delay is approximately proportional to the network size

(i.e., geographic locations) unless heavily loaded. We also show that the

network topology has limited impact on the performance of geographic

DTN routing except heavily loaded conditions; the average message de-

livery delay is mostly determined by the degree of the destination node.

Third, we derive the mean recurrence time of the CRWP (Constrained Ran-

dom WayPoint) mobility model to reveal the impact of mobility models on

the performance of geographic DTN routing. Fourth, we derive the hitting

time of the CRWP mobility model to reveal the characteristics of the CRWP

mobility model.
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1 Introduction

Delay/disruption-tolerant networking (DTN), which allows end-to-end node

communication even when communication links between nodes are not

functioning normally, has recently been regarded as a promising commu-

nication technology for realizing communication infrastructure at the time

of disaster and low-cost communication infrastructure [1]. DTN aims to

achieve end-to-end data transfers in communication environments where

inter-node communication links can be temporarily severed, or the trans-

mission delay between nodes can temporarily increase.

In the literature, extensive researches on DTN routing based on store-

carry-and-forward communication with mobile nodes have been actively

performed [1]. DTN routing communication between mobile nodes gener-

ally utilizes the characteristics of mobile nodes, which autonomously and

independently move on the field, and also adhoc wireless communication

among mobile nodes for realizing end-to-end message delivery.

To the best of our knowledge, most of existing DTN routing algorithms

are designed for message delivery between mobile nodes (i.e., message

transmission from a mobile node to one or more other mobile nodes) [2,

3]. However, in practical applications of DTNs in several fields, endpoints

of communication might not be always mobile nodes. In other words, end-

points might also be fixed nodes, so other types of communications between

mobile and fixed nodes and also between fixed nodes should be required.

In this thesis, a class of DTN routing utilizing mobile nodes for store-carry-

and-forward communication among fixed nodes is called geographic DTN

routing.

A geographic DTN routing aims at realization of message delivery among

multiple (generally, geographically-dispersed) geographic locations on a field
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without necessity of specific communication infrastructure by utilizing mo-

bility of mobile agents. On the field, there exist multiple geographic locations

(i.e., fixed nodes) and mobile agents (i.e., mobile nodes), and messages are

transferred among geographic locations using store-carry-and-forward op-

erations of mobile agents.

In the literature, fundamental characteristics of geographic DTN rout-

ing with five routing algorithms (Random, Nearest, Farthest, Distant and

AOD (Angle Of Deviation)) have been studied through simulation experi-

ments [4].

In this thesis, we investigate geographic DTN routing with random mo-

bile agents. The main contributions of this thesis are fourfold.

First, we derive the average and the distribution of message delivery

delay with geographic DTN routing under random walk mobility in small-

scale networks. Our analysis reveals the effect of system parameters —

the number of mobile agents on the field, the number of message loadings

at a geographic location, the message generation rate and the number of

message replicas — on the average and the distribution of message delivery

delays.

Second, we approximately derive the average message delivery delay

with geographic DTN routing under random walk mobility in large-scale

networks. We show that geographic DTN routing is scalable; i.e., its aver-

age message delivery delay is approximately proportional to the network

size (i.e., geographic locations) unless heavily loaded. We also show that

the network topology has limited impact on the performance of geographic

DTN routing except heavily loaded conditions; the average message deliv-

ery delay is mostly determined by the degree of the destination node.

Third, we derive the mean recurrence time of the CRWP (Constrained
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Random WayPoint) mobility model to reveal the impact of mobility models

on the performance of geographic DTN routing.

Fourth, we derive the hitting time of the CRWP mobility model (i.e., the

expected value of the time for an agent on G = (V,E) following the CRWP

mobility model from starting his movement on vertex s ∈ V to reach vertex

t ∈ V at first). We show that the CRWP mobility model can be regarded as

a kind of random walk.

The organization of this thesis is as follows. Chapter 2 derives the aver-

age and the distribution of message delivery delays in a geographic DTN

routing with multiple mobile agents, whose mobility patterns are given by

random walks on a graph and message routing algorithm is FIFO (First-In

First-Out) algorithm. Chapter 3 approximately derives the average mes-

sage delivery delay in geographic DTN routing under random walk mobil-

ity on a large-scale network. Chapter 4 derives the mean recurrence time of

the CRWP mobility model to reveal the impact of mobility models on the

performance of geographic DTN routing. Chapter 5 derives hitting time of

the CRWP mobility model to reveal the characteristics of the CRWP mobil-

ity model. Chapter 6 concludes this thesis and discusses future works.

2 Analysis of Geographic DTN Routing under Ran-

dom Walk Mobility Model

In this chapter, we derive the average and the distribution of message de-

livery delays of geographic DTN routing with FIFO algorithm under two

workload models by modeling the behaviors of mobile agents as multiple

random walks on a graph. In this chapter, two types of workload mod-

els — one-time generation (i.e., simultaneous generation at the initial state)
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and continuous generation (i.e., Poisson message arrival) — are considered.

Our analysis reveals the effect of system parameters — the number of mo-

bile agents on the field, the number of message loadings at a geographic

location, the message generation rate and the number of message replicas

— on the average and the distribution of message delivery delays.

2.1 Geographic DTN Routing and FIFO Algorithm

In this section, we briefly explain the concept of geographic DTN routing.

Refer to [4] for more detailed description.

A geographic DTN routing aims at realization of message delivery among

multiple (generally, geographically-dispersed) geographic locations on a field

without necessity of specific communication infrastructure by utilizing mo-

bility of mobile agents. There exist multiple geographic locations and also

multiple mobile agents (i.e., mobile nodes) on the field, and messages are

carried by mobile agents for message delivery among geographic locations

(Fig. 1).

Every geographic location generates messages destined for other geo-

graphic locations. We assume that multiple mobile agents autonomously

and irregularly visit geographic locations one and another. A mobile agent

can load a message at its visiting geographic location, carry multiple mes-

sages while it moves, and unload one or more carrying messages at its vis-

iting geographic location.

There exist a huge number of possible geographic DTN routing algo-

rithms depending on the combination of various factors: message gener-

ation patterns and buffer sizes of geographic locations, mobility, mobility

controllability, buffer sizes of mobile agents, type and capacity of wireless

communications between a geographic location and a mobile agent, and

9
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Figure 1: An overview of geographic DTN routing with mobile agents

availability of positional information of mobile agents (e.g., GPS (Global

Positioning System)).

In this chapter, we focus on a case where people carrying portable de-

vices such as smartphones autonomously move among geographic loca-

tions. Therefore, we assume that mobile agents’ mobility are uncontrol-

lable (i.e., a geographic DTN routing algorithm has no control over peo-

ple’s mobility), and the capacity of wireless communication is limited (i.e.,

the bandwidth for message transfer between a geographic location and a

portable device is finite). On the contrary, we assume that the buffer sizes

of geographic locations and mobile agents (e.g., portable devices) are suf-

ficiently large. We also assume that the positional information of mobile

agents are available to a geographic DTN routing algorithm.

Geographic DTN routing algorithms can be roughly classified by their

message loading mechanism (i.e., how messages are copied/moved from

10



a geographic location) and message unloading mechanism (i.e., how mes-

sages are copied/moved from a mobile agent).

In this chapter, we focus on one of the simplest algorithms, FIFO (First-

In First Out) algorithm, which should be the baseline for other complex

geographic DTN routing algorithms.

FIFO algorithm is the minimal and the simplest algorithm, which per-

forms sequential message loading and no message unloading. When mo-

bile agent m visits geographic location v, at most K oldest messages are

chosen from the buffer of geographic location v. Those messages are moved

to the buffer of mobile agent m. If mobile agent m has one or more mes-

sages destined for geographic location v in its buffer, those messages are

moved to the buffer of geographic location v.

2.2 Analytic Model

We model the field comprising of multiple geographic locations and paths

connecting those geographic locations as an undirected graph G = (V,E)

where vertices and edges correspond to geographic locations and paths,

respectively. Let A be the adjacency matrix of G, d(v) be the degree of

vertex v ∈ V .

We model the behavior of a mobile agent in geographic DTN routing as

a discrete random walk on graph G. At every slot, a mobile agent randomly

and synchronously moves one of its neighbor vertices in G. Namely, a mo-

bile agent on vertex v at slot k randomly moves to one of neighbor vertices,

vertex v, with probability 1/d(v) at slot k + 1.

Every mobile agent performs message delivery using FIFO algorithm.

When a mobile agent visits a geographic location, it performs the follow-

ing operations: (1) moves at most K oldest messages from geographic lo-
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cation’s buffer to mobile agent’s buffer (message loading), and (2) moves,

if any, all messages destined for the current geographic location from mo-

bile agent’s buffer to geographic location’s buffer. The freshness of a mes-

sage is simply determined by the age of the message (i.e., the time elapsed

since the time of its generation). In message loading, if there exist multi-

ple messages of the same freshness, any of those messages are randomly

selected. In our analysis, it is assumed that the buffer of mobile agents are

sufficiently large.

In this chapter, we focus on geographic DTN routing with the number

M of mobile agents. The starting vertex of mobile agent m at the initial

state (k = 0) is denoted by sm.

There exist two classes of geographic DTN routing: single-copy and multiple-

copy. In the single-copy case, every message is not duplicated in the net-

work. So, a single-copy geographic DTN routing consumes least network

resources. However, message delivery delays in the single-copy case tend

to be large, and the message delivery probability from the originating node

to the destination node is generally low. For accelerating message delivery

and increasing the likelihood of message delivery, a message is duplicated

in the multiple-copy case. In this chapter, the number of replicas for a mes-

sage is denoted by C.

We consider two workload models: one-time and continuous workload

models.

• One-time workload model

In one-time workload model, a fixed number of messages are simul-

taneously generated at the initial state. At the initial state, all mes-

sages are initially placed in buffers of their originating geographic

locations. Namely, no additional message is generated at k ≥ 1. Let

12



Nu,v be the number of messages generated at u and destined for v.

Let Nu (≡
∑

v∈V Nu,v) be the total number of messages stored at geo-

graphic location u in the initial state.

• Continuous workload model

In continuous workload model, messages are continuously generated

at every originating geographic location as a Poisson process. Let λu,v

be the message generation rate at originating geographic location u

destined for geographic location v. Note that our analytic model is

based on discrete random walks on a graph, so our analytic model it-

self is a discrete model. As we will explain in Section 2.3, our discrete

model is linked with a continuous queueing model for approximately

deriving the average message delivery delay.

2.3 Analysis

2.4 Single-Copy with One-Time Workload Model

We first consider the simplest case: single-copy geographic DTN routing

(i.e., C = 1) with the one-time workload model. The average message

delivery between any pair of geographic locations with any number M of

mobile agents and any number K of message loadings is derived.

First, we focus on the case with the one-time workload model and a

single mobile agent (M = 1).

It is well known that hitting time, which is the expected number of slots

for mobile agent starting its random walk from vertex s to reach vertex t at
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first, is given by the following equation [5].

H(s, t) = 2 |E|
|V |∑
i=2

1

1− λi

(
v2i,t
d(t)

− vi,s vi,t√
d(s) d(t)

)
(1)

where λi and vi,j are i-th eigenvalue of N = D1/2AD1/2 (λ1 = 1 > λ2, . . . , λ|V |)

and j-th element of i-th eigenvector corresponding to λi. D is the diagonal

matrix with diagonal entries 1/d(1), . . . , 1/d(|V |).

For delivery of a message from geographic location u to geographic lo-

cation v (v ̸= u), the following three conditions must be satisfied: (1) the

mobile agent starting its random walk at k = 0 arrives geographic location

u, (2) a message destined for geographic location v is loaded (i.e., chosen

by FIFO algorithm) by the mobile agent, and (3) the mobile agent delivers

the message to geographic location v. Hence, the average massage delivery

delay from geographic location u to geographic location v for Nu,v ≥ 1 is

given by

Du,v ≃ H(sm, u) +

∞∑
n=1

pu,v(n) (n− 1)Ru +H(u, v), (2)

where pu,v(n) is the probability that a message destined for geographic lo-

cation v is loaded at the n-th visit of geographic location u. Also, Ru is the

mean recurrence time at geographic location u (i.e., the expected number

of slots between two successive arrivals of the mobile agent at geographic

location u).

With FIFO algorithm, the mobile agent visiting at geographic location

u moves (at most) the number K of messages randomly chosen from avail-

able messages at the buffer of geographic location u since freshness of all

14



available messages are identical. So, we have:

pu,v(n) =

 K/Nu if n ≤ Nu/K

max(Nu − (n− 1)K, 0)/Nu otherwise
(3)

Since the visiting probability of the mobile agent at geographic location

u is given by d(u)
2 |E| , the mean recurrence time Ru is given by its reciprocal;

i.e.,

Ru =
2 |E|
d(u)

. (4)

Second, we consider the case with the one-time workload model and

multiple mobile agents (M ≥ 2).

Let HM ({s1, . . . , sM}, v) be the hitting time of multiple random walks

(i.e., the expected number of slots for any of M mobile agents starting their

independent discrete random walks from vertices s1, . . . , sM to reach ver-

tex v at first). It is known that the hitting time of M random walks on

graph G can be calculated from the hitting time of a single random walk on

another graph GM = (V ′, E′) [6]. GM = (V ′, E′) is defined as

V ′ ={(v1, . . . , vM )|v1, . . . , vM ∈ V }, (5)

E′ ={((u1, . . . , uM ), (v1, . . . , vM ))|(u1, v1), . . . , (uM , vM ) ∈ E}. (6)

Let Av (⊂ V ′) be the set of all vertices in GM , which contain vertex v ∈ V .

Av = {(u1, . . . , uM )|(u1, . . . , uM ) ∈ V ′, ∃i ui = v} (7)

The hitting time of M random walks, HM ({s1, . . . , sM}, v), is given by

the time for a single random walk on GM starting from vertex (s1, . . . , sM )
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to arrive at first any of vertices in Av [6].

Hence, the average message delivery delay from geographic location u

to geographic location v is given by

Du,v ≃ HM ({s1, . . . , sM}, u) +
∞∑
n=1

pu,v(n) (n− 1)RM
u +H(u, v). (8)

where RM
u is the recurrence time of M mobile agents at geographic loca-

tion u (i.e., the expected number of slots between two successive arrivals

of any mobile agent at geographic location u). The recurrence time of M

mobile agents, RM
u , is equivalent to the average hitting time of a single ran-

dom walk on GM starting from vertex v ∈ Av and ending at u ∈ Av \ {v}.

Assuming a single random walk visits vertices in Av with the equal proba-

bility, RM
u is approximately given by

RM
u ≃

∑
v∈Au

HM (v,Au \ {v})
|Au|

, (9)

where HM (v, S) is the time for a single random walk on GM starting from

vertex v to arrive at first any of vertices in S.

2.5 Single-Copy with Continuous Workload Model

We then consider a more generic case than that in Section 2.4: single-copy

geographic DTN routing (i.e., C = 1) with the continuous workload model.

Similar to the previous section, the average message delivery between any

pair of geographic locations with any number M of mobile agents and any

number K of message loadings is derived.

Note that we will consider more complex case — multiple-copy geo-

graphic DTN routing (i.e., C ≥ 2) with the continuous workload model —

in Section 2.6. Although the analysis presented in this section is a special
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case of that in Section 2.6 where we will also derive the distribution of mes-

sage delivery delays as well as the average message delivery delay. The

advantage of the analysis in this section is computational efficiency; i.e.,

the analytic approach below is much more scalable than that in Section 2.6

in terms of the number of geographic locations and the number of mobile

agents.

We focus on message arrivals and departures at geographic location

u. A message generated at geographic location u and destined for geo-

graphic location v is awaited until it is loaded by a mobile agent visiting

geographic location u. Since we consider geographic DTN routing with

FIFO algorithm, messages generated at a geographic location are served in

a FIFO-fashion. Once the message is loaded by a mobile agent visiting at

geographic location u, the mobile agent keeps carrying the message until

it arrives the geographic location v. Hence, the average message delivery

delay from geographic location u to geographic location v, Du,v, is given by

the sum of the average waiting time in geographic location u until message

loading and the average delivery delay between geographic locations u and v.

Let Tu be the average waiting time at geographic location u. Note that

the waiting time are the same for all messages destined to different geo-

graphic locations since messages are loaded by mobile agents in a FIFO-

fashion. The average delivery delay is simply given by the hitting time,

H(u, v). So, we have

Du,v = Tu +H(u, v). (10)

Since M mobile agents randomly walks on a graph, those M mobile

agents randomly visit geographic location u. In other words, an arrival of
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every mobile agent can be seen as a random process.

Here, we introduce a queueing model for deriving the average waiting

time in geographic location u. Our analytic model is discrete since the mo-

bility of mobile agents are modeled as multiple discrete random walks on

a graph. When a slot length is sufficiently small, the dynamical process at

geographic location u can be modeled by a continuous queueing model.

We assume that the interval between successive arrivals of a mobile

agent at geographic location u is exponentially distributed with the mean

of 1/µu. Note that M mobile agents move independently. So, arrival pro-

cesses of those M mobile agents at geographic location u are also indepen-

dent. Also note that in the continuous workload model, messages are gen-

erated as a Poisson process. For simplicity, we focus on the case of K = 1;

i.e., only the oldest message is loaded by every mobile agent. Then, the

arrival-and-departure process of messages at geographic location u can be

approximated by M/M/m queueing model (see Fig. 2).

So, the average waiting time at geographic location u is approximately

given by the average waiting time of M/M/m queueing model:

Tu ≃ 1

µu

(
1 +

τu
M (1− ρu)

)
, (11)

where

ρu ≡
∑

v∈V λu,v

M µu
, (12)

18
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Figure 2: M/M/m queueing model as a model of the arrival-and-departure
process of messages at geographic location u

and

τu =
(M ρu)

M

M ! (1− ρu)
p0, (13)

p0 =

(
1 +

(M ρu)
M

M ! (1− ρu)
+

M−1∑
n=1

(M ρu)
n

n!

)−1

. (14)

The message loading rate of a mobile agent, µu, is given by the recipro-

cal of the average recurrence time, Ru, of a mobile agent (see Eq. 4). So, we

have

µu =
1

Ru
. (15)

For K ≥ 2, the average waiting time, Tu, can be approximated by re-
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placing Eq. (15) with

µu =
K

Ru
. (16)

We note that this is just an approximation since the interval of successive

departures with K ≥ 2 is not exponentially distributed. We will examine

the validity of our approximate analysis in Section 2.7.

2.6 Multiple-Copy with Continuous Workload Model

We consider a more generic case than previous cases: multiple-copy geo-

graphic DTN routing (i.e., C ≥ 2) with the continuous workload model. In

what follows, we derive the average and the distribution of message de-

livery delays between any pair of geographic locations with any number

M of mobile agents and any number K of message loadings. Note that

in a multiple-copy case, the message delivery delay is defined as the time

elapsed until the first delivery among multiple replicas.

We focus on a message generated at originating geographic location u,

which is destined for geographic location u. Let c1, c2, . . . , cC be replicas

of the message. The random variable representing the message delivery

delay of replica ci is denoted by Xi. The random variable representing the

message delivery delay of replicas (i.e., min(X1, X2, . . . , XC)) is denoted by

X .

The average message delivery delay with replicas, Du,v, is the expecta-

tion of message delivery delay. So we have

Du,v =
∞∑
k=1

k pu,v(k), (17)

where pu,v(k) (= P (X = k)) is the probability that the message delivery
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delay with replicas is k. pu,v(k) is given by its cumulative distribution func-

tion Pu,v(k) as

pu,v(k) = Pu,v(k)− Pu,v(k − 1). (18)

For simplicity, we assume that the number M of mobile agents is equal

to the number C of replicas. We assume that every mobile agent loads at

most a single replica for a specific message since loading multiple replicas

simply wastes the network resources.

In this case, similarly to Section 2.5, the arrival-and-departure process of

a replica at geographic location u can be approximated as M/M/1 queueing

model (Fig. 3). The number M of mobile agents performs independent ran-

dom walks on a graph, and under our assumptions, a mobile agent loads

at most a single replica for a specific message at geographic location u.

Let P i
u,v(k) be the cumulative distribution function of piu,v(k) (≡ P (Xi =

k)). Since the message delivery delay of replicas, X , is the minimum of

message delivery delays of all replicas, X1, X2, . . . , XC , we have

Pu,v(X = k) = 1−
C∏
i=1

(1− P i
u,v(k)). (19)

By definition, we have

P i
u,v(k) =

k∑
l=1

piu,v(l). (20)

Naturally, if the message delivery delay of replica ci is k, it means that

the sum of the generation–loading time (i.e., the time awaited in the buffer

of geographic location u) and the loading–delivery time (i.e., the time spent
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Figure 3: M/M/1 queueing model for multiple copies

by a mobile agent for message delivery is k). Thus, we have

piu,v(k) =
∑

l+n=k

pT (l) pD(n), (21)

where pT (·) and pD(·) are the probability mass functions for the generation–

loading time and the loading–delivery time, respectively.

The probability of seeing j unique messages at the time of message gen-

eration, pu(j), is simply given by the probability of having j customers in

the buffer. Namely,

pu(j) =

 1− ρ2u j = 0

1− ρu ρ
j+1 otherwise

(22)

where

ρu ≡
∑

v∈V λu,v

µu
. (23)
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Let pjT (k) be the conditional probability that the generation–loading

time is k when the number j of unique messages already exist at the time

of message generation. Then, we have

pT (k) =
∞∑
j=0

pu(j) p
j
T (k). (24)

Now we will derive the conditional probability pjT (k). When j unique

messages reside in the buffer at the time of replica ci generation, replica ci

will be loaded at the ⌈(j + 1)/K⌉-th visit of the mobile agent at geographic

location u. Let qu(k) be the probability that a mobile agent starting its ran-

dom walk from anywhere on the graph visits geographic location u at first

after k steps. Also, let ru(k) be the probability that a mobile agent starting

its random walk from geographic location u revisits geographic location u

exactly after k steps. Using Lj ≡ ⌈(j + 1)/K⌉, the conditional probability

pjT (k) is written as

pjT (k) =

 qu(k) if Lj = 0∑
l0+···+lLj

=k qu(l0) ru(l1) ru(l2) . . . ru(lLj ) otherwise
(25)

Let qu,v(k) be the probability that a mobile agent starting its random

walk from geographic location u visits geographic location v at first after k

steps, qu(k) is given by

qu(k) =
∑
s∈V

d(s)

2|E|
qs,u(k). (26)

Also, ru(k) is given by

ru(k) =
∑
u′∈V

qu,u′(1) qu′,u(k − 1). (27)
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Note that the hitting time distribution qu,v(k) is derived in [5].

2.7 Numerical Examples

We use two different types of network topologies for the following nu-

merical examples: 3× 3 grid topology (Fig. 4) and 9-node planar topology

(Fig. 5).

Unless stated otherwise, we use three mobile agents (M = 3) and a

single message loading (K = 1). Starting vertices of all mobile agents are

set to vertex 1.

In the one-time workload model, every geographic location is placed

with eight messages destined to all other geographic locations in the initial

state. Namely, the total number of messages in the network is 72 (= 9 ×

(9− 1)).

2.8 Single-Copy with One-Time Workload Model

The distribution of average messages delivery delays with the one-time

workload model in the grid topology is shown in Figs. 6 and 7. Each fig-

ure shows the effect of the number M of mobile agents (Fig. 6) and the

effect of the number K of message loadings (Fig. 7). These figures show

average message delivery delays of all geographic location pairs obtained

from our approximate analysis (solid line) and simulations (dotted line).

Simulation results are the average of measurements obtained with 10,000

simulation runs. Numerical results and simulation results for the 9-node

planar topology is shown in Figs. 8 and 9.

Since both network topologies have nine geographic locations, the num-

ber of distinct geographic location pairs is 72. We measure average mes-

sages delivery delays for all pairs, and those values are sorted in ascending
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Figure 6: Effect of the number M of mobile agents (average message deliv-
ery delay in 3× 3 grid topology with one-time workload model)
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Figure 7: Effect of the number K of message loadings (average message
delivery delay in 3× 3 grid topology with one-time workload model)
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Figure 8: Effect of the number M of mobile agents (average message deliv-
ery delay in 9-node planar topology with one-time workload model)

 0

 20

 40

 60

 80

 0  10  20  30  40  50  60  70

A
ve

ra
ge

 m
es

sa
ge

 d
el

iv
er

y 
de

la
y

Node pair

K=1 (analysis)
K=1 (simulation)

K=2 (analysis)
K=2 (simulation)

K=3 (analysis)
K=3 (simulation)

Figure 9: Effect of the number K of message loadings (average message
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order. Thus, the average message delivery delays of node pair 1 and node

pair 72 in Figs. 6 and 7 are the minimum and the maximum average mes-

sage delivery delays among all geographic location pairs.

Comparison of Figs. 6, 7 and 8, 9 tells that the network topology has a

strong impact on the average message delivery delay. In the 9-node pla-

nar topology, the average message delivery delays range more widely than

in the grid topology. The rapidity of message delivery is significantly af-

fected by the locations of originating and destination geographic locations.

Our approximate analysis quantitatively levels how the average message

delivery delay is affected by the network topology.

One can find from Figs. 6 and 8 that increasing the number M of mobile

agents speeds up the message delivery, but the performance improvement

is not uniform among geographic location pairs. Namely, the larger num-

ber of mobile agents are more beneficial to geographic location pairs with

larger average message delivery delays. On the other hand, contrary to

one’s expectation, Figs. 7 and 9 indicates that increasing the number K of

message loadings is not so significant. Increasing the number M of mobile

agents and increasing the number K of message loadings should have sim-

ilar impact since both increases the chance of message loading at originat-

ing geographic locations. However, these two factors have quite different

impact of the average message delivery delay.

Also, one can find from these figures that our approximate analysis suc-

cessfully capture the characteristics of geographic DTN routing with the

FIFO algorithm. Our numerical results and simulation results generally

coincide.
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2.9 Single-Copy with Continuous Workload Model

The distribution of average messages delivery delays with the continuous

workload model in the grid topology is shown in Figs. 10 and 11. Also, re-

sults in the 9-node planar topology is shown in Figs. 12 and 13. In Figs. 10

and 12, message generation rates are set to λu,v = 0.01 and λu,v = 0.005,

respectively so that the network is lightly congested. We note that our ap-

proximate analysis is to understand the characteristics of the message de-

livery delay under, in particular, high traffic load.

One can find from these figures that the average message delivery delay

diverges when the number M of mobile agents is small (i.e., M = 1) or mes-

sage generation rate λu,v is large. This is simply because with the continu-

ous workload model, different from that the one-time workload model, the

number of messages awaited in the buffer of a geographic location might

continuously increase if the message loading is slower than the message

generation. Our approximate analysis is therefore useful to quantify the

effective capacity of the geographic DTN routing.

Comparison of numerical results and simulation results indicates our

approximate analysis well explains the impact of the number M of mobile

agents and the message generation rate λu,v. In particular, the saturating

point (i.e., the node pair at which the average message delivery delay di-

verges) in numerical results and simulation results almost perfectly agree.

On the contrary, modest discrepancy between numerical results and simu-

lation results when the message generation rate is rather low. More detailed

investigation would be approximate to further improve the accuracy of our

approximate analysis.
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Figure 10: Effect of the number M of mobile agents (λu,v = 0.01) (average
message delivery delay in 3 × 3 grid topology with continuous workload
model)
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Figure 11: Effect of message generation rate (average message delivery de-
lay in 3× 3 grid topology with continuous workload model)
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Figure 12: Effect of the number M of mobile agents (λu,v = 0.01) (average
message delivery delay in 9-node planar topology with continuous work-
load model)
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Figure 13: Effect of message generation rate (average message delivery de-
lay in 9-node planar topology with continuous workload model)
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2.10 Multiple-Copy with Continuous Workload Model

We investigate how the number C of message replicas affects the average

message delivery delay and the distribution of message delivery delays

through several numerical examples. Moreover, we examine the validity

of our analysis by comparing numerical results with simulation results.

The average message delivery delays of all geographic location pairs

are shown in Fig. 15. The distribution of relative errors in the average mes-

sage delivery delay is shown in Fig. 16. The network topology we used

to calculate numerical examples is shown in Fig. 14. The distribution of

the message delivery delays is shown in Figs. 17 and 18. In Figs. 15, 16, 17

and 18, the message generation rate is set to λu,v = 0.005. Also, the number

of message loadings is set to K = 1 and the number C of message replicas

is changed to 2, 4 and 8.

Figure 15 shows that our analysis can explain the difference in delays
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Figure 15: Average message delivery delay in 9-node triangle topology
with continuous workload model (multiple-copy)
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among geographic locations, and the numerical examples are generally

smaller than the simulation results. Also, it can be seen from these fig-

ures that the average message delivery delay decreases as the number C of

message replicas increases.

2.11 Case Study

Utilizing our analysis results, we discuss a possible application of geo-

graphic DTN routing — communication among evacuation sites in disaster

area.

Large-scale disasters such as earthquakes, hurricanes and tsunamis may

severely damage our network infrastructure [7]. In the large-scale earth-

quake occurred in the northern area of Japan in 2011, it has been reported

that the mobile cellular networks and electrical/optical Internet infrastruc-

ture had been disconnected for more than couple weeks at several areas.

In such disaster areas, people stay at one of nearby evacuation sites

for safety reasons. Provision of communication among those refugees are

strongly required [8]. People at an evacuation site should be able to com-

municate with their family, relatives and friends who might be at other

evacuation sites. They should be able to receive information from external

information sources including governments and local communities.

A geographic DTN routing can be a viable solution for providing com-

munications among people in evacuation sites. People may carry battery-

powered smartphones and/or tablets, which have adhoc wireless commu-

nication capability. Those portable devices can be utilized to build adhoc

networking infrastructure [9, 10]. In particular, people are tend to stay

closer at evacuation sites, and those evacuation sites are fixed. So, if we

regard evacuation sites as geographic locations and people moving across
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evacuation sites with their smartphones and/or tablets as mobile agents, ge-

ographic DTN routing can be realized.

The fundamental question on such geographic DTN routing among

evacuation sites in disaster area is its feasibility. For instance, it is unclear

how many mobile agents (i.e., people carry smartphones and/or tablets)

are required to realize communication among evacuation sites without ded-

icated networking infrastructures. We therefore utilize our analysis results

to investigate the above question.

As an example, we use the placement of evacuation sites shown in Fig. 14,

which illustrates, for instance, nine evacuation sites (e.g., elementary/high

schools in Japan) at a small town. The links connecting evacuation sites are

paths (e.g., roads). Let M be the number of people participating the geo-

graphic DTN routing. We assume the random walk mobility for all par-

ticipants (i.e., mobile agents). For simplicity, we assume a heterogeneous

discrete random walks for all participants; i.e., every participant randomly

moves to one of neighbor evacuation sites with the identical probabilities

at every slot. The slot length is assumed to be 30 minutes; i.e., a partici-

pant spends 30 minutes in total for movement to and staying in a neighbor

evacuation site.

Figure 19 shows the average message delivery delay between evacua-

tion sites under different load factors. Load factor ρ is defined as ρ = λu/µu.

λu is the message generation rate at evacuation site u (i.e., λu =
∑

v∈V λu,v).

µu is the message loading rate of a mobile agent at evacuation site u (i.e.,

µu = 1
Ru

).

This figure clearly shows the average message delivery delay is sig-

nificantly reduced as the number of mobile agents increases, in particular,

when the load factor ρ is high. This figure implies that, for instance, the
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Figure 19: Average message delivery delay among evacuation sites

message delivery within 12 hours could be realized only with geographic

DTN routing among people carrying smartphones and/or tables when the

message generation rate is modest and/or a sufficient number of people is

participated in geographic DTN routing.

2.12 Conclusion

In this section, we have derived the average message delivery delay in ge-

ographic DTN routing with the FIFO algorithm under one-time workload

model and continuous workload model. We have modeled the behaviors

of mobile agents as multiple random walks on a graph. We have analyzed

the effect of system parameters — the number M of mobile agents on the

field, the number K of message loadings at a geographic location, the mes-

sage generation rate λu,v and the number C of message replicas — on the

average message delivery delay. We also have discussed the feasibility of a

specific application of geographic DTN routing — communication among
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evacuation sites in disaster area.

Our future work includes extensive simulations under realistic scenar-

ios to further validate our approximate analysis, and extension of our anal-

ysis to incorporate more realistic geographic DTN routing such as geometry-

aware routing algorithms, and other mobility patterns than the random

walk.

3 Analysis of Message Delivery Delay in Large-Scale

Geographic DTN Routing

In this section, we address the following research questions.

1. How well or badly does geographic DTN routing perform in a large-scale

network (i.e., a network with many geographic locations)?

A fundamental question on geographic DTN routing is whether it

is scalable in terms of the number of nodes (geographic locations).

Note that, in this section, a network means a network of geographic

locations, each of which is generally connected with other geographic

locations, rather than a network of mobile agents as in conventional

DTN routing. A large-scale network therefore means a network with

a large number of geographic locations.

Our previous works [4, 11] investigate the feasibility of geographic

DTN routing in rather small-scale networks because of computational

complexity of geographic DTN routing simulations and analytical in-

tractability of geographic DTN routing.

Intuitively, the larger the network becomes, the lower the performance

of geographic DTN routing becomes since the mobile agent is less
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likely to arrive at the originating node as well as the destination node.

However, it is unclear how quantitatively the performance of geo-

graphic DTN routing degrades as the number of geographic locations

increases. Understanding the scalability of geographic DTN routing

is crucial to design a geographic DTN routing protocol satisfying per-

formance requirements.

2. How is the performance of geographic DTN routing affected by the topology

of the network (i.e., connections of many geographic locations)?

Another question is on the impact of the network topology on the

performance of geographic DTN routing. In this section, a network

means a network of geographic locations and the topology means the

topology of the network composed of geographic locations and con-

nections among them. The performance of geographic DTN rout-

ing should be affected by several factors: a geographic DTN rout-

ing algorithm, a buffer management mechanism of mobile agents,

the capability (e.g., bandwidth and BER (Bit Error Ratio)) of wire-

less communication among mobile agents and geographic locations,

the mobility of mobile agents, and the topology of geographic loca-

tions. Among those, the first four factors are controllable to some ex-

tent. For instance, the capability of wireless communication among

mobile agents and geographic locations can be changed by replacing

communication protocols and adjusting wireless device parameters.

On the other hand, the last two factors are generally uncontrollable. It

is generally difficult or impossible, for instance, to force mobile agents

a specific mobility and/or to change the topology of geographic lo-

cations, which usually requires replacement of geographic locations

and/or reconstruction of paths among geographic locations. Hence,
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it is quite important to understand the impact of the network topol-

ogy on the performance of geographic DTN routing.

In the literature, the impact of the network topology on conventional

DTN routing has been investigated [12]. These studies show that the

performance of conventional DTN routing is dependent on the un-

derlying network topology. Also, in the field of network science, the

relation between the topological structure of a complex graph and its

dynamical properties such as the percolation, epidemics, and infor-

mation dissemination has been extensively studied [13, 14]. These

studies show that the network topology considerably affects the dy-

namical properties such as a probabilistic information dissemination

on a complex network. By taking account of these findings, it is

natural to assume that the performance of geographic DTN routing

should be significantly affected by the network topology since geo-

graphic DTN routing has similarity with conventional DTN routing

and dynamical processes on a complex network. However, the im-

pact of the network topology on geographic DTN routing has not

been well understood.

To the best of our knowledge, one exception is our previous work [11],

in which the average and the distribution of message delivery delays

are derived. However, as we have explained above, the analytical

approach presented in [11] lacks scalability in terms of the network

size, which makes it difficult to investigate the impact of the network

topology on the performance of geographic DTN routing in medium-

scale and large-scale networks.

In this section, we try to answer the above two questions by extending

our previous work — a hybrid modeling of geographic DTN routing [11]
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— with the help of recent advancement in analytical studies of random

walks on a graph. In [11], a hybrid model of geographic DTN routing un-

der random walk mobility on an arbitrary network topology is presented

and the major performance metrics of geographic DTN routing such as the

average and the distribution of message delivery delays are derived. The

key idea in [11] is to combine a continuous-time model (i.e., an M/M/1

queueing model) and a discrete-time model (i.e., a discrete multiple ran-

dom walks on a graph) to model the series of message delivery processes

in geographic DTN routing. However, the analytical approach in [11] lacks

scalability; the computational complexity to obtain numerical results in [11]

grows exponentially as the network size (i.e., the number of geographic lo-

cations) increases. So, the analytical approach pin [11] is not applicable to

answer the above two questions.

The major contributions of this section are summarized as follows.

• We present a hybrid model of multiple-copy geographic DTN rout-

ing, which is composed of a continuous M/M/1/PS queueing model

and discrete multiple random walks on a large-scale network

• We approximately derive the average message delivery delay in ge-

ographic DTN routing under random walk mobility on a large-scale

network

• We analytically obtain the optimal number of message replicas (i.e.,

the number of copies per a message)

• We show that geographic DTN routing is scalable; i.e., its average

message delivery delay is approximately proportional to the network

size (i.e., geographic locations) unless heavily loaded
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• We show that the network topology has limited impact on the perfor-

mance of geographic DTN routing except heavily loaded conditions;

the average message delivery delay is mostly determined by the de-

gree of the destination node

3.1 Analytic Model

This subsection presents our analytic model used throughout this section

We model the field comprising of multiple geographic locations and

paths connecting those geographic locations as an undirected graph G =

(V,E) where vertices and edges correspond to geographic locations and

paths, respectively. Let d(v) be the degree of vertex v ∈ V .

We model the behavior of a mobile agent in geographic DTN routing as

a discrete random walk on graph G. At every slot, a mobile agent randomly

and synchronously moves one of its neighbor vertices in G. Namely, a mo-

bile agent on vertex v at slot k randomly moves to one of neighbor vertices

with probability 1/d(v) at slot k + 1.

Note that the random walk mobility model is one of the most popular

random mobility models in DTN performance studies because of its sim-

plicity and tractability [15]. The random walk mobility model is based on

the observation that mobile nodes naturally move around in unpredictable

ways [15].

Every mobile agent performs message delivery using FIFO algorithm.

When a mobile agent visits a geographic location, it performs the follow-

ing operations: (1) moves at most K oldest messages from geographic lo-

cation’s buffer to mobile agent’s buffer (message loading), and (2) moves, if

any, all messages destined for the current geographic location from mobile

agent’s buffer to geographic location’s buffer. The freshness of a message
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is simply determined by the age of the message (i.e., the time elapsed since

the time of its generation). In message loading, if there exist multiple mes-

sages of the same freshness, any of those messages are randomly selected.

In our analysis, it is assumed that the buffer of geographic locations and

mobile agents are sufficiently large.

In this chapter, we focus on geographic DTN routing with the number

M of mobile agents.

There exist two classes of geographic DTN routing: single-copy and multiple-

copy. In the single-copy case, every message is not duplicated in the net-

work. So, a single-copy geographic DTN routing consumes least network

resources. However, message delivery delays in the single-copy case tend

to be large, and the message delivery probability from the originating node

to the destination node is generally low. For accelerating message deliv-

ery and increasing the likelihood of message delivery, a message is dupli-

cated in the multiple-copy case. In this section, the number of replicas for

a message generated at originating geographic location u and destined for

geographic location v is denoted by Cu,v.

We assume that messages are continuously generated at every originat-

ing geographic location as a Poisson process. Let λu,v be the message gen-

eration rate at originating geographic location u destined for geographic

location v. A single message consists of the number Cu,v of message repli-

cas. Note that our analytic model is based on discrete random walks on a

graph, so our analytic model itself is a discrete model [11].

3.2 Derivation of Average Message Delivery Delay

In what follows, the average message delivery delay of multiple-copy ge-

ographic DTN routing under random walk mobility in a large-scale net-
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work.

We focus on message m generated at originating node u and destined

for destination node v. For brevity, Cu,v is denoted as C; i.e., Cu,v and C

are used interchangeably. Let r1, r2, . . . , rC be replicas of message m. In

the multiple-copy case, the message delivery delay is defined as the time

elapsed since message m is generated at originating node u until one of

replicas r1, . . . , rC arrives at destination node v at first.

Let Xi be the random variable representing the delivery delay of replica

ri, which is defined as the duration between the message generation at the

originating node and the arrival of replica ri at the destination node. Also,

let X be the random variable representing the message delivery delay. By

definition, we have

X = min(X1, X2, . . . , XC). (28)

Hence, the cumulative distribution function of message delivery delay

X , F (X), is given by

F (x) = 1−
C∏
i=1

(1− Fi(x)), (29)

where Fi(x) is the cumulative distribution function of replica delivery de-

lay Xi. The average message delivery delay of message m, Du,v, is given

by

Du,v ≡ E[X] =

∫ ∞

0
x f(x)dx, (30)

where f(x) is the probability density function of message delivery delay X

(i.e., f(x) ≡ dF (x)/dx).
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Now we need to derive the cumulative distribution function of replica

delivery delay Xi, Fi(x).

The delivery delay of replica ri is composed of the queueing delay at

originating node u and the transfer delay from originating node u to desti-

nation node v. More specifically, the delivery delay of replica ri is the sum

of (1) the time elapsed from the generation of message m consisting of all

replicas until loading of replica ri by a mobile agent visiting originating

node u (queueing delay), and (2) the time elapsed from the departure of

the mobile agent carrying replica ri until its arrival at destination node v

(transfer delay). Random variables representing the queueing delay and

the transfer delay of replica ri are denoted by XQ
i and XT

i , respectively.

Thus,

Xi = XQ
i +XT

i . (31)

For simplicity, we use the following approximation.

Xi ≃ E[XQ
i ] +XT

i . (32)

We then introduce our hybrid model composed of a continuous M/M/1/PS

queueing model and discrete multiple random walks on a large-scale net-

work.

First, the departure process from originating node u is modeled as an

M/M/1/PS queueing model where messages and loading by a mobile

agent in geographic DTN routing correspond to customers and the ser-

vice in the M/M/1/PS queueing model. Namely, every message, which

is composed of the number C of replicas, is regarded as a customer. Once

the message (i.e., customer) is generated, it is added to the buffer of origi-
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nating node u. We assume that when a mobile agent arrives at originating

node u, it loads the number K of replicas among all messages queued from

originating node’s buffer in a round-robin fashion.

Provided that replicas r1, r2, . . . , rC are processed sequentially and that

the departure process from the originating node is stationary, the average

queueing delay of replica ri is approximately given by

E[XQ
i ] ≃ i

C
E[XQ

C ]. (33)

The average queueing delay of the last replica, rC , is given by the aver-

age response time of the M/M/1/PS queueing model:

E[XQ
C ] =

1/µu

1− λu/µu
, (34)

where λu and µu are the arrival rate and the service rate of the M/M/1/PS

queueing model, respectively. The arrival rate λu at originating node u is

given by the sum of all message generation rates.

λu =
∑

v∈V,v ̸=u

λu,v (35)

Recall that a mobile agent can load at most K replicas at every visit at the

originating node. Also recall that every customer (i.e., message) is com-

posed of C replicas. Thus, message m needs C times loading of replicas by

mobile agents visiting originating node u. The service rate at originating

node u is therefore approximately given by

µu ≃ M K

RuC
, (36)
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where Ru is the average recurrence time of a mobile agent at originating

node u, which is given by the following equation [5].

Ru =
2 |E|
d(u)

(37)

Second, the message transfer with multiple replicas from originating

node u to destination node v is modeled as discrete multiple random walks

on graph G. All replicas of message m, r1, r2, . . . , rC are sequentially loaded

by different mobile agents visiting at originating node u.

It is shown in [16] that the average hitting time Hu,v of a random walk

on sufficiently large and reasonably connected graph G starting from vertex

u and ending at vertex v is approximately given by

Hu,v ≃ 2 |E|
d(u)

. (38)

Assuming that hitting times of a random walk on graph G is exponen-

tially distributed, the probability density function of replica delivery delay

Xi is given by the E[XQ
i ]-shifted exponential distribution with the mean of

Hu,v. For brevity, let ∆ be E[XQ
i ].

fi(x) =


1

∆+Hu,v
e
− x−∆

∆+Hu,v x ≥ ∆

0 otherwise
(39)

Finally, integration of the probability density function fi(x) yields

Fi(x) = 1− e
− x−∆

∆+Hu,v . (40)
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3.3 Notes on Optimal Number of Message Replicas

In this subsection, we analytically obtain the optimal number of message

replicas that minimizes the average message delivery delay.

As we will show in Section 2.7, the optimal number of message repli-

cas in terms of the average message delivery delay is dependent on sev-

eral system parameters. Among several system parameters, the number of

message replicas is easier to change than others such as the number of ge-

ographic locations, the topology of the network, and the number of mobile

agents. In other words, geographic DTN routing algorithms can dynami-

cally change the number of message replicas to optimize its performance.

One possible application of our approximate analysis is to optimize the

number of message replicas at every originating node based on its obser-

vations. The optimal number C∗
u,v of message replicas for messages origi-

nated at geographic location u and destined for geographic location v can

be easily obtained by numerically solving the following equation.

C∗
u,v = argmin

1≤C≤M
Du,v (41)

Implementation of such an optimization mechanism in a geographic

DTN routing algorithm is not difficult; necessary information for originat-

ing node u to obtain the optimal number C∗ of message replicas are mes-

sage generation rate λu,v, the maximum number K of message loadings,

the number M of mobile agents, the number |E| of edges (i.e., paths) in the

network, and the degree d(v) of the destination node. Every geographic lo-

cation knows the first two, and others are not difficult to obtain or estimate

because those are generally not dynamically varying.
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3.4 Numerical Examples and Discussion

In this section, we present several numerical examples to investigate the

scalability of geographic DTN routing as well as the impact of the network

topology on its performance. Simulation results are also provided to vali-

date our approximate analysis.

For a given network size N (= |V |) (i.e., the number of geographic lo-

cations), a network topology is synthetically generated using ER (Erdös-

Rényi) model [17]. The average degree (i.e., the average number of paths

connected to a geographic location) k is fixed at k = 6. Hence, the total

number of edges among geographic locations are |E| = kN/2 = 3N .

With network topology G of size N , the number of possible originating

and destination (i.e., source and sink) node pairs is too many (i.e., N2) to

examine every pair. So, in our experiments, we choose both originating

and destination nodes from graph G according to the following rules.

1. The originating node u is set to the node with the largest degree in

graph G, which corresponds to the hub geographic location in the

network.

2. The destination node v is randomly chosen from nodes whose degree

is exactly k, which corresponds to a typical geographic location in the

network.

Note that in our experiments, only a single originating-and-destination

node pair is examined.

The message generation rate λu,v has different meanings under differ-

ent conditions. For instance, if the number M of mobile agents is small

and/or the network size N is large, mobile agents are not likely to visit an

originating node, resulting in high offered load. For enabling comparison
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Figure 20: Relation between the number N of geographic locations and
average message delivery delay Du,v.

of numerical results under different system parameters, the message gener-

ation rate λu,v is normalized using a load factor α (0 ≤ α ≤ 1) as λu,v = αµu

(see Eq. 36).

Unless stated otherwise, the following system parameters are used: net-

work size (the number of geographic locations) N = 1, 000, the number of

mobile agents M = 100, the number of message replicas Cu,v = C = 1

for all originating and destination node pairs, load factor α = 0.8 (i.e.,

modestly-loaded condition), and the maximum number of message load-

ings K = 1.

Figure 20 shows the average message delivery delay Du,v for differ-

ent network sizes N . In this figure, the number C of message replicas is

changed to 1, 50, or 100. Note that results with C = 50 and C = 100 (blue

and green line) are almost indistinguishable.
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Figure 21: Comparison of numerical results and simulation results.

Comparison of numerical examples and simulation results is plotted in

Fig. 21. Due to computational burden of computer simulations, the maxi-

mum network size is limited to N = 1, 000. This figure shows good agree-

ment between analysis and simulation, in particular, when the number C

of message replicas is small. However, we observe some deviation when

the number C of message replicas is large.

Figures 20 and 21 seem to indicate that the large number C of message

replicas is always desirable regardless of the network size N . However, this

is untrue.

Figure 22 shows the average message delivery delay Du,v as a function

of the number C of message replicas. In this figure, the load factor is set

to α = 0.9 to simulate highly loaded conditions. This figure clearly illus-

trates that the average message delivery delay Du,v is a concave function.
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The optimal number of message replicas is around C = 20 but it is almost

independent of the network size N in this case.

Now we are ready to answer two research questions — how well or

badly geographic DTN routing performs in a large-scale network and how

the performance of geographic DTN routing is affected by the network

topology.

Our observations regarding Fig. 20 answer the first question; somewhat

surprisingly, geographic DTN routing is scalable in terms of the network

size N since the average message delivery delay grows almost proportion-

ally as the network size N increases, which is quite favorable property of

geographic DTN routing.

Answering the second research question needs more explanation.

The second research question can be rephrased as follows: how the av-
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erage message delivery delay Du,v in Fig. 20 is changed if the average degree

is different (i.e., k ̸= 6) and if the degree distribution of graph G is not bino-

mial (e.g., power-law distribution as in scale-free networks). Except highly

loaded conditions, the dominant factor of the replica delivery delay Xi is

the transfer delay XT
i rather than the queueing delay XQ

i in Eq. (31). As

Eq. (39) implies, the transfer delay is mostly determined by the average

hitting time Hu,v, which is then determined solely by the ratio of the num-

ber |E| of edges to the degree v of the destination node v. Namely, in geographic

DTN routing under random walk mobility, the network topology has lim-

ited impact on the performance of geographic DTN routing; the average

message delivery delay is mostly determined by the degree of the destina-

tion node.

3.5 Conclusion

In this chapter, we have presented a hybrid model of multiple-copy ge-

ographic DTN routing, which is composed of a continuous M/M/1/PS

queueing model and discrete multiple random walks on a large-scale net-

work. We have approximately derived the average message delivery delay

in a geographic DTN routing under random walk mobility on a large-scale

network. We have analytically obtained the optimal number of message

replicas (i.e., the number of copies per a message). Our findings includes

that geographic DTN routing is scalable in terms of the network size N ,

and that the network topology has limited impact on the performance of

geographic DTN routing except heavily loaded conditions.

Our future work includes extensive simulations under realistic scenar-

ios to further validate our approximate analysis, and extension of our anal-

ysis to incorporate more realistic geographic DTN routing such as geometry-
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aware routing algorithms, and other mobility patterns than the random

walk.

4 Deriving the Mean Recurrence Time of Constrained

Random WayPoint Mobility Model on a Graph

In this chapter, we derive the mean recurrence time of the CRWP mobil-

ity model to reveal the impact of mobility models on the performance of

geographic DTN routing. The CRWP mobility model is an extension of

the RWP (Random WayPoint) mobility model on a plane to the mobility

model on a graph. In the CRWP mobility model, the following process is

repeated; (1) an mobile agent randomly selects the destination node on the

graph, and (2) the mobile agent moves following the shortest path from the

current visited node to the destination node.

The various exploration, distribution and diffusion problems in infor-

mation network can be reduced to single or multiple agents movement

problems on a graph, and researches on characteristics of movement mod-

els on a graph have been actively conducted in recent years [18].

With regard to the random walk which is a typical mobility model, var-

ious characteristics (the sojourn probability, the hitting time, the mean re-

currence time, etc.) have been analytically clarified.

Random walk on a graph is relatively easy to handle analytically be-

cause of its memoryless property, but characteristics of other mobility mod-

els on a graph that do not have memoryless property are not understood

well enough.

In this chapter, we derive the mean recurrence time of the CRWP mobil-

ity model which is an extension of the RWP (Random WayPoint) mobility
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model on a plane to the mobility model on a graph.

4.1 Analytic Model

We model the field comprising of multiple geographic locations and paths

connecting those geographic locations as an undirected graph G = (V,E)

where vertices and edges correspond to geographic locations and paths,

respectively.

We model the behavior of a mobile agent in geographic DTN routing

as the CRWP mobility model on graph G. The source node of the mobile

agent (the node that the mobile agent starts his movement at time t = 0)

is denoted by d0 (∈ V ). In the CRWP mobility model, the following pro-

cess is repeated; (1) an mobile agent randomly selects the destination node

from the vertices V , and (2) the mobile agent moves toward its destination

following the shortest path from the current visited node to its destination

node.

4.2 Analysis

We derive the probability pv that a mobile agent visits node v (∈ V ) in the

steady state and the expected time until the mobile agent departing node v

revisits node v again (i.e., the mean recurrence time) Rv.

The mobile agent whose mobility pattern is the CRWP mobility model

moves following the shortest path to the destination node randomly se-

lected from the graph.

We denote a destination node selected at the n (≥ 1) -th time by the

CRWP mobility model as dn, and the time that the mobile agent arrived at

the destination node dn as Tn respectively, where T0 = 0.

Since the sojourn probability pv of the node v is the rate at which the
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mobile agent was visiting the node in the process of visiting the destination

node sequentially, the sojourn probability pv of the node v is given by

pv =

∑
n δv(dn−1, dn)∑
n Tn − Tn−1

=

∑
n δv(dn−1, dn)∑
n l(dn−1, dn)

. (42)

where δv(s, t) is a binary function that takes 1 if the node v is on the path

from the node s to the node just before the node t in the shortest path from

the node s to the node t, and 0 otherwise. l(s, t) is the length of shortest path

from the node s to the node t. In the CRWP mobility model, the destination

node are randomly selected from all nodes in G with equal probability. Let

bv be the betweenness centrality of the node v in the graph G = (V,E).

Since the bv is the proportion at which node v appears on the shortest path

between all node of pairs, pv is approximately given by

pv ≃ bv∑
s,t∈V l(s, t)

, (43)

Note that there are several definitions of betweenness centrality. In this

chapter, the betweenness centrality bv of node v is defined as

bv =
∑
s,t

σs,t(v)

σs,t
, (44)

where σs,t is the number of shortest paths from node s to node t and σs,t(v)

is the number of paths passing through the node v among them.

Since pv is the sojourn probability, it satisfies the normalization condi-

tion

∑
v

pv = 1. (45)
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Therefore, the sojourn probability pv at node v is obtained by using be-

tweenness centrality bv,

pv ≃ bv∑
u bu

. (46)

If we represent the i (≥ 1) -th recurrence time to the node v with the

random variable Xi, then we have

lim
n→∞

n

(X1 + · · ·+Xn)
= pv. (47)

Therefore, the mean recurrence time Rv of node v is given by

Rv = E[Xi] =
1

pv
. (48)

4.3 Numerical Examples

The sojourn probability of each node (Eq.46) and the mean recurrence time

(Eq.48) in the random network with 100 nodes and the average degree k

generated by ER (Erdös-Rényi) model [17] are shown in Fig. 23 and Fig. 24,

respectively.

In these figures, the node numbers are sorted so that the betweenness

centrality bv is in ascending order. Also, in these figures, the numerical

results and simulation results are shown when the average degree k is 2, 4,

and 6.

One can find from these figures that our analysis successfully captures

the characteristics of the CRWP mobility model.
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Figure 23: Relation between sojourn probability pv and node v (the number
of nodes N = 100)

4.4 Conclusion

In this chapter, we have derived the sojourn probability of each node in the

steady state and the mean recurrence time of the CRWP mobility model.

Our future challenges include deriving the average hitting time of the CRWP

mobility model to reveal the impact of mobility models on the performance

of geographic DTN routing and extension of our analysis to large-scale net-

work.

5 Deriving Hitting Time of Constrained Random Way-

Point Mobility Model on a Graph

In this chapter, we derive the hitting time of the CRWP mobility model

(i.e., the expected value of the time for an agent on G = (V,E) following
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the CRWP mobility model from starting his movement on vertex s ∈ V to

reach vertex t ∈ V at first).

5.1 Analysis

We consider the behavior of an agent moving discretely according to the

CRWP mobility model on the undirected graph G = (V,E).

The expected value of the time for the agent from starting a source node

s to reach the end node t at first (hitting time) is denoted by Hs,t.

The agent moving according to the CRWP mobility model sequentially

visits transit nodes p1, p2, . . . randomly selected from the graph, and arrives

at the end node t in the process.

Since the selection of each transit node is independent, the sequence in

which the agent visits transit nodes sequentially can be regarded as a kind
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of random walk.

In other words, considering the weighted directed graph G′ = (V ′, E′, w)

with the shortest path between node pair u, v ∈ V on the graph G as the

vertex (Fig. 25), the movement on the graph G according to the CRWP mo-

bility model can be represented by a discrete random walk on the graph

G′.

However, unlike a simple discrete random walk, the transition time to

an adjacent node on the graph G′ is different depending on the link (the

transition time is determined by the length of (u, . . . , v) which is the desti-

nation node). Therefore, the hitting time Hs,t of the CRWP mobility model

on the undirected graph G can be obtained from the hitting time of random

walk on the weighted directed graph G′.

Specifically, the hitting time Hs,t from the source node s to the end node

t by the agent is given by the expected value of the time from a node s′ ∈

V ′ (= (s)) to reach any node belonging to a node set T ′ = {v ∈ V ′ | t ∈ v}

at first in the weighted directed graph G′ = (V ′, E′, w).

Here, let the shortest path from a node u to a node v be Pu,v, the k-th

node of Pu,v be Pu,v(k), and the length of the shortest path Pu,v be l(u, v),

G′ = (V ′, E′, w) is defined as follows.

V ′ = {Pu,v |u, v ∈ V } (49)

E′ = {(Pu,v, Pv,p) |u, v, p ∈ V } (50)

w((Pu,v, Pv,p)) =


P−1
v,p (t)− 1 if t ∈ Pv,p

0 if u = v = p = s

l(u, v) otherwise

(51)

where P−1
u,v (p) is the inverse function of Pu,v(k).
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Figure 25: An example of the weighted undirected graph G′ given by an
undirected G with 4 nodes

Figure 25 shows an example of the weighted undirected graph G′ given

by an undirected graph G with 4 nodes.

The movement trajectory of a agent that the agent has started that source

node s = 1 arrived at the end node t = 4 via the transit nodes p1 = 2, p2 =

3, p4 = 1, p5 = 4 selected by the CRWP mobility model is shown in this

figure.

The expected value of the time from node s′ to reach any node belong-

ing to node set T ′ at first in the weighted directed graph G′ = (V ′, E′, w), is

given by the mean hitting time from the initial state to the absorption state

in the continuous time Markov chain.

Specifically, we consider a continuous time Markov chain in which the

state space is V ′ and the transition rate from state i ∈ V ′ to state j ∈ V ′ is
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defined as follows.

λi,j =

 λi pi,j if (i, j) ∈ E′

0 otherwise
(52)

λi =
∑

j, (i,j)∈E′

pi,j w((i, j)) (53)

where pi,j is the transition probability from state i to state j.

The transition probability from state i (= Pu,v) to state j (= Pv,p) is given

by

pi,j =
1

(|V | − 1)Nv,p
. (54)

where Nu,v is the number of shortest paths from a node u to a node v in

graph G.

From this Markov chain, we can obtain mean hitting time from the ini-

tial state s′ to the absorption state T ′.

5.2 Numerical Examples

The hitting time from a source node s to an end node t in the random net-

work with nodes N = 30 and the average degree k = 2, 4, 6 generated by

ER (Erdös-Rényi) model [17] is shown in Fig. 26.

In this figure, the source node s is randomly chosen from the nodes

whose betweenness centrality is the median of betweenness centrality for

all nodes (i.e., node with typical betweenness centrality).

In this figure, the node numbers are sorted so that the hitting time Hs,t

is in ascending order.

Also, in this figure, the numerical results and simulation results are

shown when the average degree k is 2, 4, and 6.
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Comparison of numerical results and simulation results is plotted in

Fig. 26, our analysis successfully captures the characteristics of the CRWP

mobility model.

5.3 Conclusion

In this chapter, we have derived hitting time of the CRWP mobility model.

Our future challenges include extension of our analysis to other mobility

patterns and to large-scale network.
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6 Conclusion

In this thesis, we have investigated geographic DTN routing with random

mobile agents. We focus on random walks on a graph and the CRWP (Con-

strained Random WayPoint) mobility as random mobility.

First, we have derived the average and the distribution of message de-

livery delays in geographic DTN routing with the FIFO algorithm under

one-time workload model and continuous workload model. We have an-

alyzed the effect of system parameters — the number M of mobile agents

on the field, the number K of message loadings at a geographic location,

the message generation rate λu,v and the number C of message replicas —

on the average and the distribution of message delivery delays.

Second, we have approximately derived the average message delivery

delay in a geographic DTN routing under random walk mobility on a large-

scale network. Our findings includes that geographic DTN routing is scal-

able in terms of the network size N , and that the network topology has lim-

ited impact on the performance of geographic DTN routing except heavily

loaded conditions.

Third, we have derived the sojourn probability of each node in the

steady state and the mean recurrence time of the CRWP mobility model.

Fourth, we have derived the hitting time of the CRWP mobility model.

Our finding includes that the CRWP mobility model can be regarded as

a kind of random walk. The movement on the graph G according to the

CRWP mobility model can be represented by a discrete random walk on

the weighted directed graph G′ = (V ′, E′, w).

Our future challenges include extension of our analysis to other mo-

bility models for revealing the characteristics of the performance of geo-

graphic DTN routing and extension of our analysis to large-scale network.
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